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ABSTRACT

This chapter addresses the issue of producing synthetic speech for an in-
terpreted dialogue where the emotional content of the original utterance
is to be preserved; it describes differences in speaking style between read
and spontaneous speech from the viewpoint of synthesis research and dis-
cusses the development of 2 synthesis system incorporating labels to en-
code the prosodic and segmental variation. Spontaneous speech confronts
us with phenomena that were not encountered in corpora of prepared or
read speech, and to account for these we are increasingly having to identify

higher-level units of discourse structure and speaker involvement.

The chapter makes three specific claims: {a) that it is not necessary to
label or predict fine phonetic detail in order to be able to produce natural-
sounding speech, i.e., that the distinctive characteristics of phonetic de-
tail are determined top-down from the prosodic environment, which is it-
self dependent on the speaking style. (b) that the labelling of segmental
and prosodic characteristics such as are required for the synthesis of non-
interactive speech can be done adequately for speech synthesis using au-
tomatic techniques, leaving the human labeller free to identify higher-level
discourse-related aspects of the speech. (c} that instead of minimising the
size of the source database of speech units, we should instead be concerned
to maxirnise its vartety and to efficiently select from it the units that most
closely express the charactenstics of the target speech. The ChATR resyn-

thesis toolkit performs many of these tasks.

1 Introduction

+

Speech synthesis is not spontaneous, nor can it be. However, there are ap-
plications of synthesis where modelling of the spontaneous characteristics of
natural speech is required, such as in an interpreted dialogue where speakers
talk in their own language and the speech is then automatically converted
into the language of the listener. In such a dialogue the prosodic attributes,
such as speed of speaking, degree of segmental reduction, tone-of-voice, etc.,
carry information that signals amongst other things the speaker’s mood,
commitment to the utterance, speech-act type, and stage of the discourse.
For the successful interpretation of such information, the system must be
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A key point in the work being presented here is to show that units for
synthesis can instead be excised from a corpus of speech produced in less
constrained situations, which therefore includes more natural prosodic vari-
ation typical of different styles of speech. Because of the variation in such a
corpus though, the aceuracy of the labelling becomes much more important
as it becomes necessary to identify and select source units not just from an
appropriate phonemic environment but also with respect to the prosodic
and voice-quality dimensions as well. If by dint of improved labelling we
can extract the units for concatenation from a context that is similar to the
target in all significant dimensions, ther we can reduce the amount of signal
processing that will be required to produce the appropriate intonation, and
therefore maintain a level of synthesis that is closer to the quality of real
human speech. In this way we shift the main task of synthesis research away
from the modelling of speech and in the direction of its characterisation (or
labelling) instead.

Most of the corpora so far studied for speech synthesis have been of read
speech. There is already a considerably body of experience in the automatic
or assisted labelling of segmental and prosodic aspects of such corpora
([Tal94, Cam92, Cam93, Cam92, Wigd5, Kie95, Koh94, Bru96]), but for
the synthesis of dialogue or conversational speech, then such additional
aspects as voice quality, hesitations, and speaking style will also need to
be identified as additional features. However, rather than resulting in a
proliferation of the number of labels that are required, this actually reduces
the labelling load. We will see below that the labelling can be performed in a
simple hierarchical way, with each level inheriting features from higher-level
descriptors, so that rather than describing (and having to identify) minute
variations in articulatory characteristics we can predict their occurrence
instead. That is, by labelling the higher-level features of a spoken utterance
we are thereby able to predict the circumstances under which the dependent
lower-level characteristics change.

1.2 Natural speech

Speech is ‘natural’, but not all speech is similarly natural, and recorded
speech, especially when recorded in a controlled environment as a source
for synthesis units, can be highly eonstrained. In its natural form, speech
is inter-personal and often functionally goal-directed, but in recordings of
‘1ab speech’, where the listener is replaced by a microphone, the speech be-
comes production-based rather than listener-oriented, and there are signif-
icant and perceptually relevant differences between a spontaneous natural
utterance and a prepared one that mimics it even though the text of what
is said may be identical [Bla95]. As a consequence, the materials that in the
past we have collected. analysed, and ultimately synthesised from may not
be representative of what people actually do when they speak normally.
Furthermore, because the reader producing a source-unit database for
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synthesis 1s faced with the daunting task of having carefully to read into a
microphone long lists of unconnected sentences (or worse, nonsense-words)
to produce all the required sound combinations, there is a high probability
of boredom or fatigue having effects on the voice quality in such recordings.

To obtain source units for the simulation of lively natural speech, it may
be preferable to replace production controls at the recording stage with
statistical controls in a later analytical stage, and to use these to process
instead large representative corpora of spontaneously produced spoken ma-
terial. Such corpora are now becoming more widely available but the tcols
for their analysis were developed for a more restricted speaking style, when
read speech was the main source of data.

2 Labelling speech

Traditional phonetics labels speech according to segmental content alone,
and while allowing the use of diacritics to describe prosodic variation, typ-
ically regards this as very much a secondary feature. I argue the contrary:
that in order to describe a speech segment sufficiently to use it in con-
catenative synthesis where the goal is to reproduce the characteristics of
natural speech, we have to label both the segmental and the prosodic at-
tributes equally. This is because simple phonetic labels do not sufficiently
describe the location on the scale of hypo- hyper- articulation of segment
sequences with supposedly identical phonemic structure.

A serious consequence of this under-labelling is that units with the same
phonetic labels taken for synthesis from naturally occurring speech may
not be similar enough to concatenate without a noticeable discontinuity.
This explains why such care has been taken to reduce the variation in
typical source databases for synthesis. Worse, in the proposed synthesis of
interactive speech, the message being given by the manner of articulation
may not conform to the intended interpretation of the utterance, and we
may end up synthesising with the ‘wrong tone-of-voice’.

Lindblom [Lin90] has shown that the phonatory characteristics of articu-
lation vary according to speaking style and speaker familiarity. Kohler has
similarly described a cognitively-based reduction coefficient [Koh95, Koh96]
under the control of the speaker that governs reduction and elision, causing
scalar variation in the articulation of a given sequence of phones in different
contexts. Mechanisms for these effects have been deseribed in articulatory
phonology in terms of overlapping constituents [Col92] but also as inten-
tional [Wha90]. Since they are predictable from higher-level features of the
discourse, such as speaking rate, then it should be sufficient to know the
speaking style (and its prosodic correlates) in order to describe the degree
of reduction on any given segment in an utterance,

For identifying such higher-level features, canonical segment labels can
first be automatically aligned in order to provide access to discrete portions
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of the speech waveform from which we can then extract prosodic details.
These in turn can be used to detect and label the higher-level structural
and stylistic features which will later be used to account for the finer ar-
ticulatory differences that are then predictable from context,

2.1 Automating segmental labelling

What can be predicted does not need to be explicitly labelled. Kohler (this
volume) argues that a linear segmental representation of canonical citation
forms can account well for the phonological reorganisation of speech, and
shows that although a segment may be elided or deleted in the production
of fluent speech, a non-segmental residue remains to colour the articula-
tion of the remaining segments. This supports our contention that rather
than attempt a fine labelling of the surface representation of sounds in an
utterance, it is preferable to label only the underlying cancnical segment
sequences but to relate them to their prosodic environment separately in
a multi-tiered description. Similarly in synthesis, rather than predict the
microsegmental variation, we can use selection according to prosodic en-
vironment to bypass this difficult task. A canonical representation of the
phone sequence is easily accessible from a machine-readable pronuncia-
tion dictionary, so given an orthographic transcription of a speech corpus,
segmental labelling can be automated to a large extent by using speech
recognition technology to predict and align a default phone sequence. This
is then complemented by an encoding of the prosodic structure of each
utterance to capture the interactions.

By training single-phone hidden Markov models (HMMs) corresponding
to the set of phonetic labels in a machine-readable pronunciation dictio-
nary, and generating networks of default pronunciations for each word in
the orthographic transcription, we can obtain a first-pass estimate of the
segmental realisation of each utterance. Separate lexical sub-entries must
be included for some pariicularly different pronunciation variants such as
‘gonna’ for ‘going to’, but in general a single pronunciation for each word
will sufficel. A finer segmental alignment can then be achieved after a sec-
ond pass by using Baum-Welsh re-estimation [HTK93] to retrain the HMM
models specifically for each corpus, using the transcription derived from
the orthography to constrain the alignments. We can thereby achieve seg-
mentation accuracy comparable to a human transcription (see for example
[Tal94]).

A criticism of this blind transcription technique is that without human
intervention we do not know for certain what pronunciation a word was
given in a particular utterance, and that it is possible for example that the

1Tn the synthesis stage, only one pronunciation for any word will be generated,
but its actual realisation will depend on its proscdic context.
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consonant cluster in ‘handbag’ although actually pronounced as [mb] was
force-aligned (from the canonical form) as an [ndb] sequence. The counter
to this criticism is that given the supplementary information about the
prosodic environment, such knowledge is no longer required; the same se-
quence in a markedly prominent or contrastively focussed environment is
likely to be given one pronunciation, and in a normal or reduced envi-
ronment the other, or something in-between. The claim being made in
this paper is that the degree of segmental reduction is predictable from
the prominence marked on the sequence in conjunction with the speaking
style.

2.2  Automating prosodic labelling

Whereas prosodic variation is scalar and multi-dimensional, including at
least fundamental-frequency, segmental duration, and amplitude changes,
prosodic struecture can be represented as binary and in two dimensions by a
combination of the higher-level labels of prominence and phrase-finality, as
in the ToBI system of prosodic transcription [Sil92]. In read speech at least,
phrasal boundaries and prominences appear to be the most basic elements
marking prosodic structure, and we can predict much about the phonatory
(acoustic) characteristics of a segment from knowledge of its place in the
syllable and of that syllable’s position with respect to its neighbours the
various levels of prosodic phrasing and prominence.

‘Taking segmental duration as an example, figure 1 (see [Cam93]) illus-
trates three types of prosodic context that affect the duration of a syllable.
In terms of lengthening, the effects of prominence are biased more towards
early segments (onset and peak) and those of phrase-finality on later ones
(offset or ryme). Rate-related lengthening affects segments more uniformly.
A syllable immediately before a prosodic phrase boundary is likely to be
lengthened, with amplitude low and decaying, and it may exhibit vocal
fry in the ryme. The lengthening is likely to be greater with increasing
strength of phrase break, and a pause is likely to follow if utterance-final.
There will also be lengthening observed in a prominent (or nuclear ac-
cented) syllable, but in this case it is likely to be more marked on the onset
segments [Jon95, Cam93] and there may be more aspiration after plosives
in the onset, increases in spectral tilt resulting from changes in vocal effort
[Pie92, Cam95, Gau89, Slu93] and differences in supraglottal phonation
arising from local hyperarticulation [Lin90}.

In labelling the source database, each syllable is therefore tagged accord-
ing to the following features to determine its prosodic environment:

(a) £prominent (a binary indicator)

(b} £phrase — final (binary at three levels of phrasing)

where, ‘prominence’ on a syllable is defined perceptually as ‘having been ut-
tered with a greater degree of vocal effort than surrounding syllables’ (and
as such frequently but not necessarily co-occurs with lexical stress), and
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overall length: speaking rate

FIGURE 1. The prosedic lengthening effects on a syllable

‘prosodic phrase-finality’ is defined at three levels: (i) the accentual (mi-
nor) phrase, (ii) the intonational (major) phrase, and (iii) its utterance-final
variant. Higher levels of chunking will be required (e.g., at the paragraph
level for read text and to include disfluencies or turns in more natural
speech) but cannot yet be performed automatically.

Wightman & Campbell [Wig95] were able to correctly predict most of the
hand-labelled prominences and intonation boundaries in a corpus of forty-
five minutes of professionally-read American radio-news speech. Section
2b of the Boston University Radio News Corpus {Ost05] was produced by
one adult female speaker and exhibits a consistent marked style typical of
professional announcer speech. The corpus had been prosodically labelled
by hand according to the ToBI conventions to differentiate high and low
tones at intonational boundaries and on prominent syllables, and to mark
the degree of prosodic discontinuity at junctions by break indices between
each pair of words.

A set of acoustic, lexical, and segmental features derivable from the phone
labels, the dictionary, and the speech waveform, was defined and achieved
automatic detection of 86% of hand-labelled prominences, 83% of intona-
tion boundaries, and 88% correct estimation of break indices ( at &1). The
acoustic features extracted from the speech waveform for the autolabelling
of prosody include (in order of predictive strength) silence duration, dura-
tion of the syllable ryme, the maximum pitch target?, the mean pitch of
the word, intensity at the fundamental, and spectral tilt (calculated from
the harmonic ratio). Non-acoustic features included end-of-word status,
polysyllabicity, lexical stress potential, position of the syliable in the word,
and word-class (function or content only). These latter were all derivable

?Pitch targets were calculated using Daniel Hirst’s quadratic spline smoothing
to estimate the underlying contour from the actual f0.[Hir80]
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capable of recognising and expressing subtle prosodic and voice-quality
changes. It is probable that when using such a system, speakers will be
more careful than usual to control their style of speaking, and it is per-
haps questionable whether the synthesised translation should be required
to sound completely natural (if that were possible) because of accountabil-
ity issues, but we are instead concerned here with the still theoretical issues
of how to automatically identify and label such stylistic information and
with the techniques of synthesis best used to encode it.

1.1 Synthesising speech

There are three primary methods of synthesising speech; (a) articulatory
synthesis, which produces a speech waveform by modelling the physiological
characteristics and excitation of the human vocal tract, (b) formant syn-
thesis, which directly models the acoustics of the speech waveform, and (c)
concatenative synthesis, which uses pre-recorded segments of real speech to
construct a novel utterance. For the manipulation of prosody, (b) offers the
most flexibility, and (a) the most natural built-in constraints, but (c), while
producing the most natural-sounding speech, is the most difficult. Because
concatenative synthesis employs digitised segments of recorded speech, it
reproduces the fine variation of detail that is still too complex or too subtle
for the other methods to model, which is why it sounds so similar to human
speech, but in manipulating the prosody of a concatenated sequence of seg-
ments, we must resort to signal processing and encoding techniques such
as [Mou93] that inevitably introduce some distortion and reduce the natu-
ralness. The more the prosody is varied from that of the original recording,
the more the waveform is distorted from its natural shape, and the more
artifacts are introduced by the processing. By increasing the size and va-
riety of the segment inventory, this problem with concatenative synthesis
can be greatly reduced.

Although concatenative synthesis is the most natural-sounding of the
three methods, we have yet to hear automatically generated synthetic
speech that can consistently be confused with a human original; ¢.e., speech
synthesis has yet to pass its Turing Test. A likely reason for this is that
although the source segments (uniits) for concatenation were originally pro-
duced by a human speaker, they have typically been excised from record-
ings of carefully prepared read speech, and although they may be phone-
mically represenialive of the sound combinations of a given language, they
are prosodically constrained and invariant, i.e., they form a set of typical
sound sequences that represent the phonetic-context-dependent allophones
required to reproduce a spoken language, but they fail to adequately model
the range of prosodic-context-dependent variation that occurs when speech
is produced in various natural contexts. In warping them to a different
prosodic configuration, as is required in the synthesis, the original natural-
ness is lost.
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directly from the dictionary used in the aligning.

3 Synthesis in ChATR

ChATR? [Cam92, Cam94] is a set of tools that take an arbitrary speech cor-
pus, with its orthographic transcription, and automatically generates from
this a labelled database of segments with derived features. Selection from
this database is then in terms of a weighted combination of the segmental
and prosodic features to satisfy a target utterance specification.

Using simple waveform concatenation, the method is speaker-independent.
It is also language independent since the target description for any novel
utterance must be completely specifiable in terms of the segmental and
prosodic labels of the database from which it is to be generated. The
language-specific processingrequired to predict the appropriate represen-
‘tation of the phone sequence and prosody for a text-to-speech synthesiser
is not addressed in this chapter, as we take such a representation as basic
input to the synthesis module.

From databases prepared in the above manner, we can now produce syn-
thetic speech to reproduce the voice and speaking style from any avail-
able speech corpus. Preparing a new speaker (e.g., from 40-minutes of
phonetically-balanced utterances) can be completed in less than a day,
from initial recording, through segmentation and weight training, to even-
tual synthesis®.

The method is net speaking-style independent, and we can only model
the style(s) of speech found in the source corpus - i.e., news speech always
sounds like news speech - but this can be an advantage: with enough disk
space, we can now reproduce the characteristics of any speaker or speaking
style, given a sufficient source corpus.

Many previous methods of speech synthesis were limited by machine and
memory size, and so were constrained to modelling intelligibility rather
than naturalness. However, with the advent of multi-media computing,
many more Tesources have become available, The recently-agreed magnetic-
optical standard of 4.7 gigabytes for a ‘loppy’ disk allows sufficient room
for more adventurous techniques of speech production, since even a high
quality recording (without compression) requires only about a megabyte
of memory per minute of speech, and for non-interactive speaking (read-
speech), 20 minutes currently seems to be an adequate minimum size.

Once the prosodic and segmental features are labelled for a given database,
training of the weights to determine the strength of contribution of any

3 Collective hacks from ATR (pronounced ‘chatter’ for obvious reasons).

*We have currently tested this process with corpora from twelve speakers of
Japanese, five of English, two of German, and (without requiring any changes to
the c-code) one of Korean.
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given feature in a specific database is performed automatically by jack-
knife substitution, removing each utterance of the original database in turn
and synthesising an approximation of it using the segments remaining in
the database according to a range of different weight settings to produce a
measure of the Euclidean cepstral distance for each [Blag5].

Campbell & Black [Cam94] reported results using the BU Radio News
corpus as the basis for a resynthesis test of the assumption that labels
of prosodic and canonical segmental context suffice to encode the lower-
level spectral and articulation characteristics, employing the ChATR speech
synthesis toolkit to select segments from a labelled corpus for concatena-
tive synthesis as described above. Using similar jack-knife substitution,
we resynthesised each utterance by concatenation of segment sequences
selected from the remaining utterances according to suitability of their
prosodic environment, with no signal processing performed on the concate-
nated sequences. Measures of Euclidean cepstral distance between tazget
and synthesised utterances confirmed that the use of prosodic features in
the selection resulted in a closer match between the spectra of target and
synthesised utterances. When equivalent tokens from the same segmental
sequences were selected from less appropriate prosodic environments, ig-
noring the weights on the non-segmental features, the resulting synthetic
speech showed considerable degradation. Table 1 shows similar results for
a database of Japanese speech.

Because the source corpus typically includes natural non-speech noises, .
these can also appear in the synthesis if in an appropriate context for selec-
tion. It frequently happens that a sequence of segments across a prosodic
phrase boundary is resynthesised using tokens selected from pre- and post-
pausal locations such that the ‘silence’ between them includes an appro-
priate sharp intake of breath. Such noises coming from a synthesiser make
the resulting speech sound even more ‘natural’.

4 Spontaneous speech

The range of prosodic variation is much greater in spontaneous speech. As
an illustration of the contrasts between read and spontaneous speech in
British English, we can examine the durational characteristics shown in
figures 2 — 5, which plot mean segmental duration against the coefficient
of variance (i.¢., the standard deviation of the durations expressed relative
to the mean) for each phone class for each speaking style.

The data examined in this section come from four related corpora. The
first contains citation-form readings of 5000 English words; the second,
a subset of these words in the form of 200 meaningful sentences read as
isolated words; the third, the same sentences read in connected form as
meaningful sentences; and the fourth, 20 minutes of spontaneous interac-
tive monologue (i.¢., dialogue with a passive partner). They are of British
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English from a young adult female speaker, and show a wide range of pro-
duction variation.

We can see from Figures 2 and 3 that in the isolated-word citation-
form readings, there is a good dispersion in the mean durations for each
phone class, and relatively constant variance in their durations. Figure 4
shows the opposite to be the case for the exact same sequence of words
as for Fig. 3 but read in continuous sentences. Here the variance increases
and there is considerable shortening so that segments are no longer as
distinct in their mean durations. Separate examination of segments in word-
initial and word-medial position confirmed that this is not just a result of
more phrase-final lengthening (isolated words being also complete phrases)
rather, the articulation of the citation-form words was generally slower and
more distinct.

When the speech contains little contextial information, and the speaker
is concerned to be clearly understood, then segmental durations appear to
be maximelly separated, exaggerating the differences between the phone
types, but as the style becomes more natural and the listener can rely on
prosodic phrasing to aid in the interpretation of the speech, then we find
more variance in the durations and less distinction between their means; all
words tend to be shorter overall and more varied than in the citation-form
readings.

The spontaneous monclogue from the same speaker, in Figure 5, shows
the same trends more clearly. we find not only that the mean durations
for all segment types are low and uniform, but that the variances are huge
- notice especially that the vertical scale of Figure 5 is twice that of the
other three figures. When a listener is present, the speaker has a better
understanding of the extent of their mutual understanding, and can hurry
through some parts of the speech, and linger before others. There is much
greater range of variance in the natural speech than was found in the more
carefully prepared ‘lab’ speech.

If we try to predict the prosodic characteristics of such utterances using
training data based on read speech we will be able to predict only a small
fraction of the variance observed, since many of the factors now coming into
play will not have been considered. If, on the other hand, we are able to
predict different local speaking styles, marking areas of confidence or high
mutual understanding, then we stand much better chance of determining
the durational (and other articulatory) characteristics of the segments they
include. :

4.1 Spectral correlates of prosodic variation

To confirm that this difference of style is not unique to durations, nor spe-
cific to the prosody of one speaker, we can compare changes in spectral tilt
associated with prominence and focus in read vs. interactive speech. That
there are significant correlations between changes in a prosodic dimensions
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FIGURE 2. Segment durations in isolated-words

and acoustic features of the segmental articulation confirms the validity of
this multi-tiered labelling system in describing the variation that occurs in
natural speech.

The data used in this section is taken from & corpus of 300 focus-shifting
sentences, produced by a young female American speaker, which illustrate
the effects of contrastive focus. The sentences were produced in three ut-
terance styles: (a) read in grouped order by set, (b) read in randomised ox-
der, and (c) produced spontaneously by elicitation in interactive discourse.
Fach set of sentences contained syntactically and semantically identical
word-sequences that differed only in the emphasis given to each word in
different renditions. Shifts of emphasis in the read speech were controlled by
use of capitalisation to signal different interpretations, and elicited in the
interactive discourse, by (deliberate) misinterpretations on the listener’s
part.

A study of prominence detection, described more fully in [Cam92, Cam95],
showed that speakers change their phonation according to the discourse
context and the type of information they impart. The detection algorithm
used both duration and spectral tilt®. The corpus varied prominence in two

®as measured by the relative amount of energy in the top third of an ERB-
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FIGURE 3. Segment durations in isolated-word sentences

ways: (1) by asking the speaker to “emphasise” capitalised words in read-
ing, and (2) by eliciting emphatic corrections of feigned misinterpretations.

Using normalised duration and energy to detect prominences achieved
92% recognition in the clearly read speech, but only 72% in the interactive
dialogue (Table 1.). The elicited corrections resulted in 2 clearer articula-
tion, but durational organisation was more varied, and preminence was not
easy to detect automatically using this alone as a cue.

It is interesting to note that although the durational cues to prominence
were weakened by greater variance in the interactive speech, the spectral
measure was apparently strengthened, as Table 2 shows. We can suppose
(like Lindblom [Lin90]) that this trade-off is not coincidental, and that the
speaker varies her production according to the needs of the discourse con-
text.

scaled spectrum (2kHz — 8kHz).
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FIGURE 4. Segment durations in continuous sentences

4.2 Interactive speech

Although much of the labelling of significant levels of information can now
be performed to a large extent automatically and requires only minimal
hand-correction for corpora of read speech, these techniques do not extend
easily to the processing of dialogue speech or spontaneous monologue. Here
we realise the need for extra levels of information to describe the structuring
of discourse events that cannot yet be achieved automatically. Whereas the
read speech was highly predictable, the unplanned (spontaneous) speech
is characterised by bursts of faster and slower sections where the speaker
displays switches in speaking style [Bar95], and by much greater variation
in fO range and pausing as she expresses different degrees of confidence,
hesitation, involvement, and uncertainty.

In order to compare the speech of one individual, in a highly restricted
domain, under a variety of interaction styles, we recorded a native speaker
of American English taking one side in a series of twenty task-related
instruction-giving dialogues. These were performed in a multi-modal en-
vironment, alternatively with and without a view of the interlocutor’s face
[Fai94].

Transcribing the orthography of such spontaneous speech required more
than just the skills of an audio-typist, and to allow auto-segmentation,

HH#
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FIGURE 5. Segment durations in spontaneous speech

decisions had to be made about marking disfluencies and repairs. To in-
clude this information in our labelling, two extra tiers of information were -
added to the basic ToBI transcription. One, after Nakatani and Shriberg
[Nak93, Shr95], which extended the miscellaneous tier of the ToBI tran-
scription to describe interruptions in the speech flow, and one after Sten-
strom [Str94]), to label IFT (illocutionary force type) speech-act informa-
tion. The following set was used:

inform, ezpressive, good-wishes_response, apology-response, in-

vite, vocative, suggest, instruct, promise, good_wishes, yn_question,
do_you_understand_question, wh_question, yes, no, permission_request,
acknowledge, thank, thanks_response, alert, offer, offer_follow up,
action_request, laugh, greel, farewell, apology, lemporize, hesi-
tation, confirmation.

Hirschberg has noted that the major differences between lab speech and
spontaneous speech appear to be prosodic (concerning speaking rate and
choice of intonation contour) [Hir92, Hir95], but acknowledges also signil-
icant segmental differences. She notes for example that some disfluencies
in spontaneous speech are marked by characteristic phonetic effects, such
as interruption glotialisation, which is acoustically distinct from articulato-
rily similar laryngealisation. In labelling to include these characteristics, we
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need not just the prosodic and segmental information derived from HMM
alignment, but also an indication of fluency or commitment. That is, we
need to label not just what the speaker says but what she is doing in saying
it, and how she feels about what she is saying.

As an example, in the dialogue corpus the word ‘okay’ was said 140 times.
It was variously labelled as ‘acknowledge’, ‘confirmation’, ‘offer follow_up’,
‘accept’, and ‘do_you understand_gn.’, etc., twelve categories in all. The
intonation, duration, and articulation varied considerably; sometimes short,
sharp, and rising, on a high tone, sometimes slow and drawn out cn a
falling tone. Since we were able o find significant correlations between the
intonation and the speech act label for most of these cases (see [Bla9b] for
details), we continue in our assumption that instead of trying to predict and
model the lower-level acoustic variations, we should instead be accessing
them through higher-level labels.

Spontaneous speech appears to be most marked in terms of its rhyth-
mic structuring, exhibiting greater ranges of variation with correspond-
ing differences in phonation style. These prosodic changes appear to have
clear correlates in the speech-act labels that we are now using. However,
to more fully describe them, we need also to formalise a measure of the
speaker’s commitment to her utterance. Impressionistic comments such as
‘she’s thinking ahead’, ‘her mind’s not on what she’s saying’, ‘she’s said
this many times before’, and ‘she doesn’t quite know how to put this’ are
triggered by such differences in speaking style, but none of the labels we
have considered so far are sufficient to mark such differences. The next
step in this work is to determine the appropriate labels, in order to cate-
gorise their prosodic and articulatory correlates. Since human listeners can
respond consistently to such subtle speaking-style changes, then the clues
must be present somewhere in the speech signal but rather than search at
the acoustic level, we will continue to explore higher-levels of labelling in
an atttempt to capture them.

5 Summary

To surnmarise the main points of this chapter, I have argued that concate-
native synthesis currently offers the best method of generating synthetic
speech by rule, and that ordinary speech databases are a beiter source
of speech umits for synthesis than are specially recorded databases. The
success of selecting units from such a database crucially depends on the
labelling of the database.

For the efficient characterisation of speech sounds, it is not necessary
to label the fine phonetic features explicitly nor to attempt a numerical
description of their prosodic attributes, because these are necessary con-
sequences of the higher-level structuring of the discourse in which they
occur. By labelling a large corpus of natural speech as a source of units
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for concatenative synthesis and selecting non-uniform-sized segments by a
weighted combination of segmental and prosodic characteristics we can re-
duce the disruptive warping that is required to fit a waveform segment into
a predicted context and therefore maintain a higher level of naturalness in
the resultant speech.

For non-interactive or read speech, knowing the tri-phone context of a
segment, its position in the syllable, and whether that syllable is promi-
nent, prosodic-phrase-final, or both, allows us to predict enough about its
lengthening characteristics, its energy profile, its manner of phonation, and
whether it will elide, assimilate, or remain robust. In the case of interactive
speech, however, a significant part of the message lies in the interpretation
of how it was said, and to encode sufficient information about such aspects
of the utterance as voice-quality and speaking style, we need to label dis-
course and communication strategies that allow the listener to estimate the
state of mind of the speaker and her commitment to the utterance.

Furthermore, when a large and sufficiently representative corpus is la-
belled in terms of the factors that govern phonemic, phrasal, prosodic,
speech-act etc., variation, ther it will no longer be necessary to attempt
to predict the fine details of articulation or prosody at all; it will sufficient
to select a segment from a context with the appropriate labels in order to
characterise the desired target speech. The durations and other relevant
acoustic features will be contextually appropriate and natural by default.

The remaining challenge is to label large corpora of real speech according
to a small but sufficiently descriptive set of features so that more of the
relevant variations can be indexed and retrieved. This task reduces o a
definition of the perceptually salient characteristics of speech and of the
higher-level factors that contribute to their variation.

Finally, much of the previous research on speech synthesis has been per-
formed on small computers. If we compare the resources currently available
to e.g., image processing with those available for speech processing, we see
a tremendous mismatch. I maintain that speech is no less complex than im-
age and that if we are to model it accurately, then we need to devote much
more processing power and disk space than we are currently considering.
In compensation, we see that the currently popular multi-media computing
devices are equipped with just such facitities.
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TABLE 1.1. Mean Euclidean cepstral difference for different selection methods

selection based on equal weights | 1.9349
selection using weighted features | 1.6700
theoretical minimum | 1.9456

Notes: {a) ‘equal weights’ is equivalent to selection using only phonemic
environment and provides a measure of the dispersion in the spectra of
phonemically identical units in the corpus. (b} ‘weighted features’ shows
the reduction in this distortion that can be achieved by including prosodic
descriptors in the selection. (¢) the ‘theoretical minimum’ is defined by
selection based on cepstral targets which are impossible to predict in syn-
thesis but allow us to determine the optimal sequence of available units in
a given corpus.

TABLE 1.2. Prominence detection

A B C
dur'n & energy: | 92% | 78% || 72%

Showing percentage correct detection of prominence using normalised mea-
sures of duration and energy.
Key: A: read grouped, B: read in randomised order, C: interactive

TABLE 1.3. & prominent spectral tilt

student’s t df
read grouped 35.63 7676
read randomised 19.01 6110
mteractive 42.76 6974

Showing the separation in mean spectral tilt between prominent and non-
prominent syllable peaks.
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